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ABSTRACT
Traffic information from probe vehicles has great potential for improving the estimation accuracy of traffic situations, especially where no traffic detector is installed. A method for dealing with probe data along with conventional detector data to estimate traffic states is proposed in this paper. The probe data was integrated into the observation equation of the Kalman filter, in which state equations are represented by a macroscopic traffic flow model. Estimated states were updated with information from both stationary detectors and probe vehicles. The method was tested under several traffic conditions based on hypothetical data, giving considerably improved estimation results compared to those estimated without probe data. Finally, the application of the proposed method was extended to the estimation and short-term prediction of travel time. Travel times were obtained indirectly through the conversion of speeds estimated/predicted by the proposed method. Experimental results show that the performance of travel time estimation/prediction is comparable to those of some existing methods.
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INTRODUCTION
Reliable traffic information is essential for the development of efficient traffic control and management strategies. Real-time traffic information is utilized for various purposes, such as dynamic route guidance, incident detection, freeway ramp metering control, and the operation of variable message signs. Traffic information can be obtained by several traffic detection devices installed on a road network. However, it is costly and unreasonable to be aware of the traffic situation throughout an entire network using only fixed sensors. A traffic flow simulation model for describing traffic phenomena is a key element in overcoming this difficulty. In general, a traffic management scheme or a route guidance system deals with a large-scale network. A macroscopic model describing the traffic states in an aggregate manner is one of the tools for real-time applications due to its simplicity of traffic flow description and its computational efficiency. Although every macroscopic model has its own deficiencies as discussed in, for example, (1), (2), and (3), several techniques were introduced to compensate for these deficiencies. One such technique, the Kalman filtering technique (KFT), has been integrated into macroscopic models for the real-time estimation of traffic states. Cremer (4), Payne et al. (5), Pourmoallem et al. (6), and Suzuki and Nakatsuji (7) applied the KFT as a feedback method to update the estimated traffic states on a freeway. Nahi and Trivedi (8) proposed the relationship between traffic counts and traffic states and updated the states using the KFT. In these studies, observed traffic data were taken only from fixed vehicle detectors, however with long separation between successive detectors, estimation results will probably deteriorate. In order to estimate traffic states more accurately, traffic information from additional sources might be one solution. With its ability to cover a road network, the probe vehicle technique has great potential in this respect.

Uplink data transmitted by probe vehicles has recently been receiving considerable interest within the modern surveillance system. In such a system, probe vehicles are taken as moving sensors traveling in a traffic flow, whereas conventional detectors, such as inductive loops, are treated as fixed sensors installed only at a limited number of locations. Under such circumstances, probe data would be useful in providing traffic information from links where no conventional detectors are installed. A sufficiently large number of probe vehicles should reasonably represent the traffic conditions experienced; the effect of the level of market penetration on the reliability of probe data has been discussed in several studies (e.g., (9), (10), and (11)). However, so far, the applications for probe vehicle data are still limited. Most studies, such as (9), (10), (12), and (13), have focused on using probe data directly for travel time detection. Some authors (e.g., (9), and (14)) have proposed incident detection algorithms using probe data, and some (e.g., (13)) have discussed the potential of using probe vehicles as sources of O-D information.

So far, very few studies have realized the potential of using probe data to estimate the traffic state of flow, density and speed. Sanwal and Walrand (9) suggested that probe data could be used to estimate traffic state variables, and proposed an algorithm for estimating speed using the Bayesian approach. Recently, Cathey and Dailey (15) proposed a method using transit vehicles as probes for estimating the time series of vehicle locations and speeds. They updated the vehicle position, speed, and acceleration using the KFT. The system equations they used were taken from individual vehicle motion. Their method treats probe vehicles as only an alternative source of traffic data, other than a fixed detector, i.e., a combination of both sources of data was not considered. In addition, apart from average speed, no interest has been paid to the estimation of the other fundamental traffic flow variables of traffic density and traffic volume. Thus it should be useful to develop the formulation for...
estimating traffic states (i.e., density, space mean speed and traffic volume) using the combination of traffic data from both stationary detectors and probe vehicles.

Apart from the fundamental traffic state variables, travel time is another important piece of information for Intelligent Transportation Systems. It is widely used as a criterion to determine the minimum cost path in the route guidance of dynamic traffic assignment problems. It is also used directly as information for supporting driver decisions by means of changeable message signs, in-vehicle guidance systems, or radio broadcasting. Several approaches to predict travel time have been proposed, including statistical models (e.g., (12) and (16)) such as time series and autoregressive models, and artificial neural networks (e.g., (17) and (18)). Even though there are many studies for which probe data were used as sources of travel time, very few studies, apart from, for example Chen and Chien (12) who applied travel time data from probe vehicles to update the predicted travel time using an autoregressive function with the KFT, have used probe data for predicting future travel time. Given such a lack of research, it would be interesting to know how effective travel time prediction based on traffic state variables predicted using probe vehicle data would be.

The objective of this study is to propose a method for integrating probe vehicle data into fixed detector data to estimate traffic states on a freeway. The KFT is applied to update the state variables estimated by a macroscopic model. Firstly, the formulation of the proposed method, which considers how to treat the observation variables for the KFT in order to overcome the inconsistency of the observation data, will be presented. Then, the methodology will be examined using several sets of hypothetical data under different traffic conditions. The performance of the proposed method to estimate travel time will also be examined. Finally, a method to predict short-term travel time will be proposed, as a byproduct of traffic state prediction. The prediction results will be compared with the results from one of the effective existing methods.

TRAFFIC STATE ESTIMATION
Macroscopic Traffic Flow Model
The macroscopic traffic flow model of Payne (19) was selected to apply in this study due to its simplicity in integrating with other techniques including the KFT. It should be noted that this study is not aimed at selecting the best macroscopic model. Moreover, it is not clear that a good result could be guaranteed using a highly complicated model for every situation. Figure 1(a) shows a space-time discreted freeway section, where each segment is $\Delta L_j$ long. It is divided on the assumption that the traffic state is homogeneous within each segment. Equations (1) to (3) describe the discrete form using the explicit finite difference approximation of Payne’s macroscopic model.

\begin{align}
\rho_j(t+1) &= \rho_j(t) + \frac{\Delta t}{L_j} \left( q_{j-1} + r_j - s_j \right), \\
v_j(t+1) &= v_j(t) + \frac{\Delta t}{T} \left[ v_j(t) - v_j(t) \right] + \frac{\Delta t}{L_j} \left[ v_{j-1}(t) - v_j(t) \right] - \frac{\eta \Delta t}{x \Delta L_j} \left( \frac{\lambda_j}{\lambda_{j+1}} - \frac{\rho_j(t)}{\rho_j(t) + \kappa} \right) \\
q_j(t) &= \alpha (v_j(t) \rho_j(t)) + (1 - \alpha) (v_{j-1}(t) \rho_{j-1}(t))
\end{align}

The macroscopic traffic variables in the model were defined as follows:
\begin{align}
\rho_j(t) : & \text{density of segment } j \text{ at time } t \\
v_j(t) : & \text{space mean speed of segment } j \text{ at time } t \\
q_j(t) : & \text{flow rate at the boundary point between segments } j \text{ and } j+1 \text{ at time } t \\
w_j(t) : & \text{time mean speed at the boundary point between segments } j \text{ and } j+1 \text{ at time } t \\
r_j(t) : & \text{entry flow rate at ramp of segment } j \text{ at time } t \\
s_j(t) : & \text{exit flow rate at ramp of segment } j \text{ at time } t
\end{align}

$\Delta t$ is the time increment; $\lambda_j$ is the number of lanes in segment $j$; $v_j(\cdot)$ is the speed at equilibrium state, which can be obtained from the density-speed relationship; and $\tau$, $\eta$, and $\kappa$ are model parameters. Equation (3) reflects the fact that the states of both neighboring segments may affect the volumes determined at the edge of each segment, as suggested by Cremer (4). $\alpha$ is a weighting parameter ranging from 0 to 1.

Existing Method for Applying the KFT together with a Macroscopic Model
The KFT is a method for adjusting the state variables by the available measurement data. It has been applied in several studies (e.g., (4), (5), (6), and (7)) to estimate traffic states in real-time. Traffic states are first estimated by the macroscopic model. Then, as the system receives the observations, the estimated state variables are
adjusted according to the KFT algorithm. The adjustment of the state variables in proportion to the difference between the observed and estimated values of the observation variables is the core of the KFT.

In the above studies ((4), (6) and, (7)) where measurement data can be obtained from fixed detectors only, traffic density and space mean speed are treated as the state variables, \( x(t) = (\rho, v_0) \), whereas traffic volumes, \( q \), and spot speeds, \( w \), are treated as the observation variables, \( y(t) = (q, w) \). Equation (1) and Equation (2), are treated as state equations, while observation equations consist of a relationship between traffic volume and state variables, as in Equation (3), and a relationship between spot speed and state variables which might be set as the following (4):

\[
w_j(t) = av_j(t) + (1 - \alpha) n_j(t)
\]

where \( \alpha \) is the same weighting parameter as used in Equation (3).

To formulate the KFT, white noise errors were induced in both state and observation equations:

\[
x(t+1) = f(x(t)) + \frac{\partial f}{\partial x} (x(t)-\hat{x}(t)) + \xi(t) = A(t) x(t) + b(x) + \xi(t)
\]

\[
y(t) = g(x(t)) + \zeta(t)
\]

where \( \xi(t) \) and \( \zeta(t) \) are noises representing the modeling errors and measurement errors respectively. They are assumed to be uncorrelated with zero mean. Next, the state and observation equations are linearized around the nominal solution \( \tilde{x}(t) \), using Taylor’s expansion. The system equations become:

\[
\tilde{x}(t+1) = f(\tilde{x}(t)) + \frac{\partial f}{\partial x} (x(t)-\tilde{x}(t)) + \xi(t) = A(t) x(t) + b(x) + \xi(t)
\]

\[
\tilde{y}(t) = g(\tilde{x}(t)) + \zeta(t)
\]

The dimension of the linearization matrix \( A \) is \( 2n \times 2n \), while that of matrix \( C \) is \( 2m \times 2n \), \( n \) is the total number of road segments, and \( m \) the total number of observation points. \( \tilde{x}(t) \) and \( \tilde{x}(t) \) are the estimated state vectors before and after adjusting with the actual measurement data, \( y(t) \), respectively.

The state estimates can be adjusted according to the correction steps of the KFT as follows:

- step 1 estimate state variables for the current step, \( t \): \( \hat{x}(t) = f(\tilde{x}(t-1)) \)
- step 2 calculate error matrix of \( \tilde{x}(t) \) at time \( t \): \( M(t) = A(t-1) \Phi (t-1) A(t-1)^T + C(t-1) \Phi (t-1) C(t-1)^T + Z(t-1) \)
- step 3 calculate Kalman gain matrix at time \( t \): \( K(t) = M(t)^{-1} C(t) M(t)^{-1} C(t)^T + Z(t) \)
- step 4 estimate observation variables at time \( t \): \( \hat{y}(t) = g(\tilde{x}(t)) \)
- step 5 update estimated state variables: \( \hat{x}(t) = \hat{x}(t) + K(t)[y(t) - \hat{y}(t)] \)
- step 6 update error matrix of \( \tilde{x}(t) \): \( P(t) = M(t) - K(t) C(t) M(t) \)
- step 7 then set \( t = t+1 \) and repeat all the steps until the required simulation time is reached.

\( \Phi \) and \( Z \) are covariance matrices of \( \xi(t) \) and \( \zeta(t) \), respectively.

Integration of Probe Data into the State Estimation

**Probe data**

Generally, there are three possible approaches by which probe vehicles can transmit traffic information.

1. Space-based: probe vehicles transmit traffic information to roadside devices as they pass observation points. This type of data could be obtained from a beacon-based probe system, an electronic toll tag system, or an automatic license plate recognition system.
2. Time-based: probe data are reported at every specific time instant regardless of the position of the probe vehicle, and could be obtained from a GPS-based system or a beacon-based system.
3. Event based: traffic information is reported when a particular event occurs, for example, traffic accident reports from drivers by cellular phone.

In this study, the second approach was adopted, as it has a higher potential for providing the data from different locations in an entire network, the first approach being more or less the same as a fixed sensor in which data can be obtained from certain locations.
Adjustment in Observation variables of the KFT

The traffic information from probe vehicles that would be applied as an additional observation variable is the average probe speed, because speed is the only information in probe reports that directly appears in the macroscopic model. To make it possible to combine detector and probe speeds into one observation variable in each segment, a road section was modeled, as shown in Figure 1(b), so that fixed detectors (if any) were located at approximately the middle of a segment (except for the detectors at the entrance and exit points of the road section). Moreover, the influence of neighboring segments in the calculation of the observation variables can be avoided. This is what differs from the conventional approach mentioned earlier, in which all detectors are located at segment boundaries. Here, one could assume that, at a certain segment \( j \), the observed speed from the fixed detector, \( w_{d,j} \), is the observation variable of the space mean speed of the segment, and the observed volume from the fixed detector, \( q_{d,j} \), is the observation variable of the segment flow (not the flow at boundary).

In this study, it was assumed that probe vehicles could submit their speed along with their current position, regardless of where they were. At every time step, the probe data were sorted by their location as determined from which segment the data were transmitted. Generally, probe data may not be available in all segments for every time step. As a result, the number of observation variables from probes could vary with time. For the segments where both detector and probe data were available, a data fusion technique was required for combining the data from different sources. In this study, for simplicity’s sake, a weighted average of speed from both data sources was used. Weighting factor of 0.5 was assigned to both sources of data. In fact, this factor should be selected based on the reliability of data from each source. Sensitivity analysis of weighting factor, as well as the application of other data fusion techniques would be studied further.

Observation variables and observation equations for each segment, or even the same segment in each time step, may be different depending on the fixed detector locations and the presence of probe vehicles. The observation equations can be divided into three groups:

1. The observation equations at the entrance and exit detectors: As the segments 0, and \( n+1 \) are dummy segments, we assumed there is no effect from these segments in estimating entrance and exit observation variables.

\[
q_0 = \rho_1 v_1 \quad (9)
\]

\[
w_0 = v_1 \quad (10)
\]

\[
q_n = \rho_n v_n \quad (11)
\]

\[
w_n = v_n \quad (12)
\]

2. The observation equations for segments that have a supplementary fixed detector: If additional fixed detectors are available in certain segments between the entrance and exit detectors, traffic volume and speed data from these detectors can be used as additional observation variables. As detectors are located at about the middle of each segment, one might assume that the average speed measured at the detectors is equal to the space mean speed of the segments, \( w_{d,j} = v_{d,j} \). Thus, the observation equations for the supplementary detectors are

\[
q_{d,j} = \rho_j v_j \quad (13)
\]

\[
v_{d,j} = v_j \quad (14)
\]

where \( j \) identifies the number of segments with a fixed detector, \( v_{d,j} \) is the observed speed from the detector, in cases where no probe data is available, while the integrated speed from both fixed detector and probe vehicle data are used at a certain time step when probe data are also available.

3. The observation equation for segments with no fixed detector: In a certain time step when probe data are available, the average of probe speeds obtained in each segment is considered to be an observation variable for the space mean speed.

\[
v_{p,h} = v_h \quad (15)
\]

where \( v_{p,h} \) is the observed speed from the probe vehicles; and \( h \) identifies a detector-less segment with probe data.

The method proposed features the ability to deal with inconsistencies in observation data. According to the considerations above, the total number of observation variables is changeable with time. At a certain time step \( t \), the number of observation variables is equal to \( 4 + 2m + pd(t) \), \( pd(t) \) denotes the number of segments where only probe data are available and \( m \) is the number of segments with a fixed detector. Accordingly, the dimension...
of matrix C reduces to \((4+2m+p(t)-m)(2n)\) and that of the covariance matrix of the observation variable noises, \(Z\), becomes \((4+2m+p(t)-m)(4+2m+p(t)-m)\).

**TRAVEL TIME ESTIMATION AND PREDICTION**

**Travel Time Estimation**

**Segment Travel Time**

Travel time at a certain instant might be estimated using the average speed from boundary detectors, or directly obtained from spatial-based probe vehicles. However, if one can estimate speeds for the whole network, travel time in a certain segment could be simply converted from the estimated speed as the following equation.

\[ t_j(t) = \frac{L_j}{v_j(t)} \]  

(16)

\( t_j(t) \) is the travel time of segment \( j \) at time interval \( t \). \( L_j \) denotes the length of segment \( j \).

**Path Travel Time**

Path travel time can be determined by a simple sum of the travel times of the segments in a path, or a progressive sum, where the exiting time for each segment depends on the time experienced during all downstream segments of the interested one. Equation 17 shows the recursive formula for the progressive path travel time.

\[ T_{i,s}(t) = T_{i,s}(t) + t_i(t - T_{i,s}(t)) \]  

(17)

\( T_{i,s}(t) \) denotes the path travel time from segment \( i \) arriving at destination \( s \) at time step \( t \). We defined travel time at the destination point to make it possible to estimate/update using observation data at every time step in real-time. If the path travel time were defined at the origin point, to estimate it, one would have to wait until the interested vehicles reached their destination.

**Short-term Prediction**

The travel time in the near future can be predicted by applying a predicted speed instead of the estimated one in Equation (16). Thus, the traffic state has to be predicted first. Traffic state prediction is determining the state at a specific target interval in the future, in contrast to estimation, which defines the state at the current step. In this study the prediction interval was selected to be 3 minutes. That is the states are predicted every 3 minutes. It should be noted that the prediction interval is different from the simulation interval. The simulation interval (10 seconds in this study) is the time duration for one estimation/updating step of the macroscopic model and KFT.

To predict short-term traffic states in real time, two parallel modules of estimation as mentioned in the previous section were performed simultaneously. The first module (referred to as the updating model) receives the new observation data and updates the estimation results at every time step. The second module serves for prediction purposes. At every time step, the prediction module is carried out using the prediction inputs, i.e., the predicted observations are required. In this study, to make it simple, the averages of the observation values from the previous prediction step (the last 3 minutes) were used as the input values for the most recent step. The same values were applied until the simulation time reached the next prediction step. At the first simulation step of each prediction interval, all traffic variables in the prediction module were replaced by the ones from the updating module to make the predictions follow a real-time estimation profile.

**NUMERICAL EXPERIMENTS**

**Traffic Data**

A 5,550 m (18,197 ft) road section, as shown in Figure 1(c), was modeled emulating the road section of the Yokohane Line of the Metropolitan Expressway in Tokyo, Japan, in an inbound direction between Namamugi Junction and the Taishi Ramp. The road section is divided into nine segments ranging from 400 m (1,311 ft) to 800 m (2,622 ft) with two on-ramps and one off-ramp.

As the availability of probe data in real-world is still limited, simulation software, INTEGRATION (20), after careful calibration and validation with real traffic data, was used to generate traffic data (both observation and reference data). INTEGRATION has various features suitable for ITS applications, including
the capability to generate fixed detector data and probe vehicle data. Simulation makes it possible to control the conditions of data including the percentage of probe vehicles, inflow and outflow volumes, and incident conditions, etc.

Four cases of 3-hour data, as presented in Figure 2, were generated to test the proposed method.

- Case A: a low-density case.
- Case B: same inflow volume as case A with an incident blocking 1 to 0.5 lanes, from the 90th minute to the 105th minute.
- Case C: low to high density.
- Case D: same inflow as case C with the incident as in case B.

It was assumed that, if available, probe data could be obtained from anywhere in the study network at any specific interval. Both probe data and fixed detector data can be transmitted to the traffic control center in real-time. To reduce fluctuation, the data were aggregated in a 3-minute interval for both the fixed detectors and probe vehicles data. As a large aggregate interval would diminish the dynamic of the traffic, in the real-world practice, the aggregate interval should be properly selected according to the purpose of data application.

Performance Indices

In order to evaluate the performance of the estimations, error indices based on the deviations of the estimated results from the references were calculated. Two types of indices used in this study, including a root mean square error (RMSE), and a mean absolute relative error (MARE), have the following forms:

\[
RMSE_z = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (z_i - \hat{z}_i)^2}
\]  

\[
MARE_z = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{z_i - \hat{z}_i}{z_i} \right|
\]  

where \(N\) denotes the total number of reference outputs used for comparison. Here, \(N\) is equal to the number of segments multiplied by the number of time steps; \(z_i\) denotes the actual value of the reference variable; \(\hat{z}_i\) denotes the corresponding estimation outputs.

Traffic State Estimation

In the numerical experiment of state estimation, the road section was assumed to have three fixed detectors located at the entrance and exit boundaries and at the middle of segment 5, as depicted in Figure 1(c). For each data case, estimation results from four scenarios, differing in their estimation technique and the level of traffic information, were compared.

- Scenario 1 (S1): macroscopic model only;
- Scenario 2 (S2): macroscopic model with the KFT using the data from a fixed detector in segment 5;
- Scenario 3 (S3): macroscopic model with the KFT using the probe data;
- Scenario 4 (S4): macroscopic model with the KFT using both data from probe vehicles and the supplementary fixed detector.

Based on sensitivity analysis in our previous study (11), a market penetration of 3% was assumed for S3 and S4. The most apparent conclusion that can be drawn from the results summarized in Figure 3 is that the methods using probe data (S3, and S4) provide superior results to those that did not use probe data. The estimation error can be reduced notably. Overall, S4 provides the best results for all cases. It reduces the RMSE in volume by about 20-40%, and improves speed and density estimation by 70-85% compared to the estimation results from the pure macroscopic model (S1). The estimation of S4 is relatively precise as all error indices are small (0.03-0.04 for the MARE of volume, 0.03-0.06 for the MARE of speed, and 0.04-0.07 for the MARE of density). Moreover, less than 20% of the total estimated results have an error over 10% of actual values. S3 provides slightly poorer results than S4 does; however if the number of supplementary detectors increases, one may expect the more deviated results of S3 and S4. In the same way, if only stationary detector data are used, as in S2, to provide the estimation accuracy on the same level as S3 and S4, the denser detecting points are required. In general, the KFT contributes noticeably to the improvement of estimation accuracy. Especially for density and speed, the error can be reduced notably. Deterioration may occur in volume estimation (such as S2 and S3 of case C), however it is not significant as the difference in the MARE is very small.
Figure 4 shows the speed variation at segments 4 and 7 of cases B and D estimated using S1 and S4. The profiles of the estimated speeds using S4 accurately follow the actual ones, even in the abrupt change regions as shown around the time step of 5,400 to 6,300 seconds when the incident occurs. On the other hand, the macroscopic model (S1) sometimes fails to capture the real traffic flow in cases as (1) it is too slow to respond to the dynamics of traffic flow as shown in Figure 4(a) and 4(c); (2) in some segments (e.g., segment 7 shown in Figure 4(b) and 4(d)), it might absolutely fail to represent the actual conditions, i.e., the estimation can not return to the correct profile once it deviates.

Travel Time Estimation and Prediction

Travel Time Estimation

Travel time estimation can be carried out once the estimated states are available. To examine the performance of travel time estimation using the speed obtained from the proposed method, the estimated results were compared with those of the other methods. The methods used in this analysis are:

- The proposed method, same as S4 in the previous section, using the macroscopic model and the KFT, which employs the observation data from both detectors and probe vehicles, denoted as MKFT.
- Time-based probe data (TP): travel time is derived from probe speed as Equation 16.
- Detector data: use boundary speed to calculate travel time as:

\[
\tau(t) = \frac{1}{2} \left( \frac{1}{w_1(t)} + \frac{1}{w_2(t)} \right)
\]  

(20)

\(w_1\) and \(w_2\) denote the detector speed of consecutive detectors. Three different configurations of detector number and locations were examined:

1. DT-3: 3 detectors at the entrance and exit of the road section and at the exit of segment 5;
2. DT-5: 5 detectors at the entrance and exit of the road section and at the exit of segments 3, 4, and 7.
3. DT-10: 10 detectors at every segment boundary.

- Space-based probe data (SP): directly observe travel time between probe reading stations
  1. SP-3: 3 probe reading stations at the same location as DT-3
  2. SP-5: 5 probe reading stations at the same location as DT-5
  3. SP-10: 10 probe reading stations at the same location as DT-10

Figures 5(a) and 5(b) summarize the estimation results for the cases of 3% and 1% probe vehicles on the freeway, respectively. In almost all cases, except case B with 3% probe vehicles, the path travel times estimated using the proposed method is better than those estimated by only time-based probe data, which serves as one of the observation data in the proposed method. The proposed method presents better results than the DT method with a small number of detectors in the incident cases (B and D). The DT method gives a good estimation if a large number of detectors are installed. The estimation deteriorates drastically in cases where an incident occurs even when 5 detectors are used. That is the DT method is very sensitive to incidents if the detectors are not installed densely. With the same number of detectors the proposed method performs better than the DT method for most cases, except case C of 1% probe vehicles. Compared with the SP method, the proposed method generally gives slightly poorer results than those of SP-10 and SP-5, however with a small proportion of probe vehicles (1%) the proposed method becomes better than the SP method in high-density cases (C and D). Overall, the proposed method could reasonably provide comparable estimates of travel time compared to the other methods aiming specifically to estimate only travel time.

Short-term Travel Time Prediction

The prediction method proposed by (12) using an autoregressive function with the KFT (referred to as AKFT) was selected to compare the prediction results with those of the proposed method. In the AKFT method, both state and observation variables are the travel times. Historical data were used to determine the transition parameter that relates the state variable to the observation variable. In this study, cases A and C were treated as the historical data for cases B and D, respectively, as they have exactly the same inflow pattern. For cases B and D, assuming there were 3% of probe vehicles in the network, one step of the 3-minute-ahead travel times were predicted using the two methods mentioned above.

The results in Figures 6(a) and 6(b) show high conformity between prediction and actual path travel times. The MARE of path travel times for both cases is very small (0.03 for case B, and 0.04 for case D). The
fractions of prediction values that deviate over 10% of actual values are less than 0.02 for case B, and less than 0.08 for case D. Compared with the AKFT method, the proposed method provides slightly better results for both cases B and D, as shown in Figure 6(c). Experimental results confirm the ability of using estimated/predicted traffic state variables to predict travel time.

CONCLUSION

In this paper, a method for treating probe vehicle data together with fixed detector data in order to estimate the traffic state variables of traffic volume, space mean speed and density was proposed. The method used a macroscopic model along with the Kalman filtering technique (KFT). The traffic states described by the macroscopic model were adjusted according to the KFT algorithm. The special features of the proposed method are:

- It can treat both conventional fixed detector data and probe vehicle data in a unified manner, regardless of the observation conditions.
- It can handle the inconsistencies in the probe vehicle data (i.e., the probe data may not be available for the whole simulation period in a certain segment).

The method was verified with several sets of hypothetical traffic data. Four different scenarios according to the estimation method and available traffic data were examined for a single freeway section. The results of state estimation showed that the method using both fixed detector and probe data provides the smallest errors. The estimation errors can be reduced significantly (70-85% for speed and density) compared to those estimated using the macroscopic model only. With a high network covering data obtained from probe vehicles, the proposed method can capture the traffic dynamics without any incident information, even when the traffic conditions change abruptly.

In addition, we suggested the possibility of using estimated/predicted states to estimate/predict travel time. A method to predict the short-term horizon of state variables by using parallel estimation modules (one for updating and one for prediction) was also proposed. Estimated path travel times were compared with three conventional methods. Overall, the proposed method could provide reasonably comparable estimates of travel time compared to the other methods that specifically aim to estimate only travel time. The proposed travel time prediction method also works well compared to one of the autoregression methods. In summary, both errors from travel time estimation and prediction are small, i.e., a MARE below 0.04. Experimental results confirm that the proposed method can provide reasonable estimation not only for traffic states but also, as a byproduct of traffic state estimation, travel time can be effectively estimated and predicted. Moreover, it should have the potential to be applied to other issues such as the identification of level of service, and delay time etc.

What has been found in this study is encouraging for dynamic traffic state estimation. Both the macroscopic model and the numerical technique adopted in this study were very simple. Thus, a highly complex model might not be necessary if available traffic data were able to cover most parts of a network. However, the findings have been validated only for a single freeway section. For the further analysis, the proposed method should be applied to diverse road configurations, particularly to a large network. In addition, as this study assumed that the probe data could be obtained perfectly (i.e., there is no consideration on the unreliability of data such as the data error from communication devices, or unavailable data when probe vehicles pass the signal obstructed area), and the effect of the biased data due to individual willingness of probe drivers was neglected, field experiments to determine the feasibility of the proposed method should be conducted. The conclusion drawn from this study still requires supporting real-world data.
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\[ \begin{align*}
q_{j-1} \rightarrow & \ \rho_{j-1} \ \ w_{j-1} \ \ \ \ v_{j-1} \ \ q_{j-1} \\
q_j \rightarrow & \ \rho_j \ \ w_j \ \ \ \ v_j \ \ q_j \\
q_{j+1} \rightarrow & \ \rho_{j+1} \ \ w_{j+1} \ \ \ \ v_{j+1} \ \ q_{j+1} \\
q_{j+2} \rightarrow & \ \rho_{j+2} \ \ w_{j+2} \ \ \ \ v_{j+2} \ \ q_{j+2}
\end{align*} \]

(a) Conventional discrete model of a road section.
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(b) Proposed model of road section with probe vehicles and fixed detectors.

(c) Geometry of the studied area.
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